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 Paternalism in the public governance of explainable AI 

 
 
 
In this short paper, I address the exclusive and paternalist nature of goal and standard 
setting for explainable AI and its implications for the public governance of AI.1 I argue 
that the widening use of AI decision-making, including the development of autonomous 
systems, not only poses widely discussed risks for human autonomy in itself, but is also 
the subject of a standard setting process that is remarkably closed to effective public 
contestation. The implications of this paternalist turn in governance for democratic 
decision-making in Britain have also yet to be fully appreciated. As the governance of AI 
gathers pace, one of the major tasks will be ensure not only that standards and rules are 
contestable, but also that its governing institutions and processes are open to 
democratic contestability.  
 
This assertion of paternalism might seem surprising in the face of the current vigorous 
debate over the importance of AI explainability in multiple domains. Indeed, explainable 
AI is undoubtedly a rational solution to the confidentiality, complexity and opacity 
problems that restrict public access to and understanding of AI decision-making.2 
Building reliable explainability into the functioning of AI systems will certainly improve 
the possibilities for autonomy in personal decision making, especially where AI impacts 
socially-sensitive concerns.3 In the best of outcomes, such ‘human-centred’ explainability 
will foster trust and genuine trustworthiness, which will promote the public legitimacy of 
AI decision-making.4 

 
Achieving that virtuous circle is the challenge of the moment. Explainable AI must 
stretch the technical and commercial constraints on creating workable AI systems to 
meet the developing principles and rules that will govern AI conduct. Indeed, those 
constraints are certainly more formidable than public debate sometimes acknowledges. 
Creating workable forms of explainabilty is not just technically challenging, but even 
impossible for some forms of AI.5 In highly competitive market conditions, tech firms are 
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moreover wary of disclosing trade secrets or other confidential information through 
explainability as well as the increasing costs of AI regulation.6 

 
On the public governance side, explainability as a solution to the ‘black box’ problem has 
been quickly absorbed into legal and ethical thinking.7 In both spheres, the potential 
harms of AI applications engage complex questions of fundamental values and rights. In 
law, data protection has provided a key framework for subjecting automated decision-
making to specific rights and duties, which are directly rooted in those fundamental 
rights.8 Other legal fields, from contract to competition law, are also widening in scope to 
address need to balance AI’s potential benefits against its risks of harm.9 The eruption of 
AI as a major public policy issue has also fuelled a proliferation of AI ethical guidelines.10 
Indeed, Charles Raab asserts that ‘[t]here has been a noticeable ‘turn’ from reliance on 
legal regulation to an emphasis on ethics – and accountability and transparency as well – 
in this part of the field of information policy’.11 Explainable AI as a public governance 
question is, consequently, at the busy crossroads of law and ethics. 

 
Consequently, standard and rule setting for explainable AI has a remarkably high 
coherence ambition, which aims for ‘end to end’ explainability. That is to say, 
explainability must be simultaneously suited to the needs of AI developers, users and 
human subjects, while also being simultaneously coherent technically, commercially, 
legally and ethically. Coherence in this sense means that all principles, rights and duties 
are sufficiently factored in to governance’s demands on AI in a manner that is also 
technically and commercially practicable. To put this in perspective, RegTech and other 
forms of techno-regulation, in which regulator and regulatee AI systems are 
intermeshed, depend on broad and deep coherence.12 In a future of ubiquitous AI 
autonomous systems, coherent explainability will need to function within the interaction 
of AI systems.13  

 
The high coherence ambition of explainable AI therefore demands a workable 
reconciliation between explainability’s technical and commercial limitations and an array 
of public governance performance standards. The latter cannot overwhelm the former, 
but the former must be seen to abide by the later. Plainly, that reconciliation will not be 
sustainable unless the boundaries for the substantive demands of public governance on 
explainability are clear and controllable. There are obvious pressures, for example, to 
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avoid defining personal autonomy and dignity needs of human subjects of AI decision-
making in ways that disproportionately obstruct the basic viability of AI systems.14 The 
much discussed GDPR Article 22 ‘right to explanation’ is thus limited in scope to 
explanations necessary for the exercise of the rights and remedies available to data 
subjects.15 It is not a public right to be given a fully comprehensive or systemic 
explanation of how an AI system generated a particular decision.  

 
Controlling the substantive demands of public governance on explainability also entails 
considerable institutional exclusivity in standard and rule making. As the current public 
debate over AI risks and harms evidences, in the UK the state is preparing to play a 
dominant role in setting the principles and standards for the future operation of AI 
systems.16 Key regulators, empowered and limited by legislation, will give these 
principles and standards meaning in practice.17 Drawing on societal values expressed in 
fundamental rights, the courts can be expected to join in shaping the demands of public 
governance on AI explainability.  
 
On the face of it, this is unexceptional. In standard setting for new technologies, the 
state is expected to dominate and, moreover, the governance of those technologies, to 
be effective, requires significant exclusivity and paternalism. Yet, what is occurring in 
relation to standard setting for explainable AI is a reversal of recent trends across liberal 
democracies towards widening the avenues for public participation in policy making. The 
protection of the public, collectively and individually, is a key concern of AI governance, 
but it is not a matter open to direct public participation, beyond consultation exercises.  

 
The reasons for this shift in governance toward back towards historic expectations of 
deference and paternalism are twofold. The first is a consequence of the societal shift 
towards reliance on complex, interconnected technologies in every aspect of human life. 
In these circumstances, direct public participation in standard setting is impractical and 
burdensome. The complexity and opacity of AI systems, which is often daunting for AI 
specialists, is well beyond the comprehension of ordinary members of the public. The 
economic and security consequences of disclosing confidential information are, 
moreover, seemingly too high to permit anything but controlled public consultation. I will 
address these pragmatic objections in my conclusions.  

 
The second reason concerns the impact of AI’s complexity and opacity on the 
effectiveness of public information access rights and, in particular, the importance of 
rights to explainability. As noted above, a major purpose of AI explainability is to 
enhance the trustworthiness and legitimacy of AI systems by rendering at least some AI 
decision-making sufficiently understandable to stakeholders.18 One key question is 
therefore who should be empowered to require that a particular AI application be 
rendered explainable. This is undoubtedly a power necessary for effective regulatory 
supervision and control of AI systems, for example including the work of the Financial 
Conduct Authority and the Information Commissioner’s Office.19 In the other hand, a 

                                                
14 Anna Jobin, Marcello Ienca, and Effy Vayena, ‘The Global Landscape of AI Ethics Guidelines’, 
Nature Machine Intelligence, 1.9 (2019), 389–99 
15 L. Edwards and M. Veale, 'Slave to the Algorithm? Why a ‘right to an Explanation’ is Probably 
not the Remedy you are Looking for', (2017) 16 Duke Law and Technology Law Review, 17 
16 Shirley Pearce, ‘AI in the UK: The Story So Far’, Committee on Standards in Public Life Blog, 19 
March 2020, https://cspl.blog.gov.uk/2020/03/19/ai-in-the-uk-the-story-so-far/ 
17 See, for example, Bank of England and Financial Conduct Authority, ‘Machine learning in UK 
financial services’, October 2019 https://www.fca.org.uk/publication/research/research-note-on-
machine-learning-in-uk-financial-services.pdf 
18 European Commission, High-Level Expert Group on Artificial Intelligence, ‘The Ethics Guidelines 
for Trustworthy Artificial Intelligence’, April 2019,  https://ec.europa.eu/futurium/en/ai-alliance-
consultation 
19 See, for example, the powers of the Financial Conduct Authority to compel a person subject to 
investigation to attend and answer questions under the Financial Services and Markets Act 2000, 



 4 

regulator’s power to compel explanations typically comes with significant safeguards for 
any disclosure of confidential information as well as duties to temper regulatory 
oversight to suit levels of risk.20 

 
Public rights to explanation applicable to automated decision-making are, in contrast, 
highly unusual. This can be readily seen in the attention paid to the limited right to 
explanation seemingly promised in relation to Article 22 of the GDPR. While limited in 
scope, this right offers the possibility of rendering some AI driven decision-making 
modestly transparent and even potentially accountable to individuals who are 
significantly harmed. In contrast, the other transparency rights and duties of the GDPR 
only concern ‘personal data’, which is existing information relating to a data subject. 
Plainly, a right to reasonably available, existing information will often be inadequate 
when seeking to understand the reasons why an AI system has produced a particular 
decision. What is needed is a right to compel an explanation.  

 
In terms of public governance, the difference between rights to information and rights to 
explanation are of historic importance. Direct public rights to access information and to 
compel explanations first emerged in Victorian reforms to the disclosure rules of civil 
litigation and, much later, for disclosure in judicial review. While these litigant rights can 
potentially be used to force  the disclosure of evidence necessary to advance specific 
litigation, they are subject to strict confidentiality and collateral use restrictions. Save for 
evidence subsequently disclosed to the public through court proceedings, information 
disclosed to other parties cannot normally be used to inform the public. The point here is 
that, while litigation disclosure rules have the potential to compel considerable AI 
explainability in the future, litigation only provides a narrow, albeit powerful,  avenue 
into matters of public concern.  

 
It was only through the Freedom of Information Act (FOIA) rights that the public gained 
an unsupervised right to compel the disclosure of information held by public 
authorities.21 The FOI access right considerably enlarged the scope for individuals or 
private entities to drive transparency in governmental decision making and also widened 
the possibilities for radically shifting the agenda in public affairs.22 The Freedom of 
Information Act is, of course, a work of carefully constructed compromises. To minimise 
the risks of damaging disclosure of confidential information or overwhelming central and 
local government with impractically burdensome requests, the Act not only brims with 
overlapping exemptions but also strictly limits the scope of the FOI access right. It is 
simply a right to existing information, entailing no duty to create information and no 
duty to explain.  
 
Despite these structural compromises, FOIA changed the character of public governance 
in the United Kingdom. While a public authority could not be compelled to explain its 
decisions, FOIA could be used to force the disclosure of the information that was used to 
make the decision. The rationality of outcomes could at least be assessed by evaluating 
the factors taken into account in the decision-making process. In opening this potential 
route into the heart of governmental decision-making, the FOIA information access right 
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has unmistakeable links with ideas of deliberative and participatory democracy.23 More 
specifically, it operationalises the idea that that decision-making of public importance 
should be contestable and open to recurring public contestation.24 Nonetheless, as a 
right limited to existing information, the FOIA right will often fail to break through the 
complexity and opacity of AI decision-making. 
 
Information law, which concerns access, control and use of information, is being re-
made through the impact of AI applications. In the course of that revolution, AI’s 
confidentiality, complexity and opacity characteristics are becoming an accepted barrier 
to direct public enquiry, defeating the contestability that democratic government 
requires. Paternalist concern by legislators and regulators is, however, not an adequate 
substitute for engaged citizens who wish to advance dissenting views and challenge the 
definitions of AI risk and harm imposed upon them. More particularly, in striving to 
achieve the high coherence demands of explainable AI, legislators and regulators are 
unlikely to answer fully the questions of explainable AI for what purposes and 
explainable AI for whom. 
 
The path towards less exclusive and paternalist standard setting for explainable AI is 
undoubtedly fraught with difficulties. The pragmatic objections, discussed above, to 
opening avenues for direct public participation in AI governance must be taken seriously 
in any effort to reverse the lurch towards paternalism. An amended FOIA ‘right to 
explanation’, for example, would unleash potentially overwhelming compliance burdens 
and confidential information disclosure risks. Nonetheless, it is critically important to 
challenge the convenient idea that the complexity and opacity of data analytics 
precludes public participation in AI governance. A more promising avenue may, 
therefore, be in the intermediary ground between regulators and public interest 
organisations or individuals technically qualified to ask the hard questions. Controlled 
regulatory spaces, in which policies and decisions can be subject to third party 
contestation as part of the regulatory process, may provide a new forum for democratic 
participation in AI governance. 
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